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ABSTRACT

This research memorandum quantifies
historical seasonal patterns in recruit-
ing statistics and shows them to have
evolved over time. Decline in seasonal
variation dates from 1978 to 1980 for
various measures of recruiting flows.
Deseasonalized versions of these
recruiting statistics are produced for
use in econometric time-series models.
The results provide a benchmark for
gauging the seasonal component of Navy
recruiting goals and achievements.
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INTRODUCTION

BACKGROUND

Seasonal patterns in recruiting reflect recruit preferences
concerning the timing both of decisions about employment choice and of
entrance into military service. The Navy's Delayed Entry Program (DEP)
allows recruits to separate these decisions by signing an enlistment
contract in January, for example, and entering military service the
following June. Observed seasonal patterns are also influenced by Navy
poiicies and goals concerning the number of enlistment contracts and
accessions for each month of the year. The purpose of this research
memorandum is to set forth the historical seasonal patterns of
recruiting in a quantitative fashion and to outline various policies
affecting recruiting and retention from this perspective.

The process of seasonal adjustment is important to an understanding
of cycles in the recruitingr market, which are believed to be related to
business cycles in generai. Accounting for seasonal variation associ-
ated with the above preferences is necessary to proper interpretation of
whether tne recruiting cycle is currently on an upward swing, downward
swing, or at a turning point. Coping with changes in the seasonal
pattern is necessary for analysis of historical data. As the Organiza-
tion for Economic Cooperation and Development states:

No government, economic group or individual who is
interested in the current economic situation can afford
to be withoiit seasonal adjustment for those series that
are of general interest. It is correct and usually
persuasive to say that with seasonal adjustment one can
know what is going on in the economy six months earlier

than those using unadjusted data [1, p. 148].

The time series for which seasonal adjustment is considered
includes various measures of the flow of recruits. Enlistment contracts
are the number of obligations for service acquired by recruiters during
a month. Some of these enlistment contracts actually begin service
during the month in which the obligation is signed. These contracts are
called direct shipments. Those enlistment contracts that are to begin
in future months are additions to DEP. Total accessions during a month
consist of direct shipments plus recruits from DEP who reach their con-
tracted shipment date during the month (shipments from DEP).

Recent concern of Navy manpower planners with the seasonal pattern
of accessions and its relation to the use of recruiting and training
resources is particularly relevant to this analysis. Any attempt to
level-load accessions over the year may result in higher recruiting
costs and a lower average quality of accessions during the year. This

possibility was recognized in the fall of 1985 with the implementation
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of the Targeted Enlistment Bonus (TEB) test for Nuclear Field acces-
sions. The TEB has seasonally variable bonuses that range from a low of
$3,750 in the summer months to a high of $6,000 in the spring months.

Because other Navy enlistment programs have similar seasonal preferences 
%

but no seasonal compensation for off-peak accession, attempting to
level-load accessions is likely to result in increased recruiting effort
or lower average retention rates of those accessed in the seasonal
troughs.

TECHN I QUES

Interest in statistical methods for separating the variance of an
economic time series into trend, cycle, seasonal, and irregular compo-
nents has a long history. This paper uses techniques developed for use
with economic data, as well as methods adapted from other disciplines to
divide Navy recruiting data into trend-cycle, seasonal, and irregular
components. Though four methods are tried, o.ily two are pursued to the
point of developing deseasonalized versions of Navy recruiting data: the
Census X-11 technique (described below) a~id a frequency domain procedure
based on spectral analysis, which decomposes the variation of a time
series into ;he relative contributions of oscillations of various
frequencies.

The Census X-11 technique provides measures of the seasonal pattern
in the time rather tnan frequency domain. It also calibrates changes in
the magnitude and phasing of these patterns. In the context of Navy
recruiting data, a changing seasonal pattern has two possible sources. r$.

One is associated with Navy policy decisions that affect the seasonal
patterns of accessions or enlistment contracts. To the extent that the
Navy prefers less seasonal patterns, it may alter monthly quotas to
reflect this preference when the costs of doing so are perceived to have
fallen. The other possitie source is associated with changing seasonal
patterns in the civi lIn labor market or changing seasonal preferences
among potential recruits. Unfortunately, the techniques used in this
analysis do not allow the statistical separation of these two types of
influences. Though these factors cannot presently be quantified, it is
believed that the second source of changes in seasonal patterns is
relatively minor. Thus, measured changes in the pattern are attributed S
primarily to changes in Navy contract and acnession policy.

1. An excellent review of this history appears in Chapter 1 of [1].
2. The fundamental technique here is Fourier analysis, which
Feynman [2, Chapter 50, p. 51 likens to trying to determine the recipe
for a cake given only the cake itself'.

-2-
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NIX.

RESU LTS

The frequency domain procedure indicates that enlistment contracts
that are either additions to DEP or high Armed Forces Qualification Test
(AFQT) group accessions are characterized to a greater extent by rela-
tively long cycles of 4 years or more than are enlistment contracts, per 6
3c. Accession goal and changes in the size of DEP are dominated by
seasonal cycles of a 12-month period. The largest seasonal component of
enlistment contracts that are additions to DEP has a 6-month period, as
estimated by the frequency domain procedure.

The extent of recent level-loading of accessions is determined
primarily by Navy policy and is readily apparent. The trend toward
level-loading begins to evidence itself by 1980 for each month. The
seasonal fluctuation for net contracts is also smaller in the recent
period. April and May, which are the least productive recruiting
months, show a reduced seasonal trough, and the summer months (July,
August, and September) show a decline in their seasonal components.
Recent enlistment contracts show a heavier seasonal concentration in the
October-through-February period. Associated with these changes are
changes in the seasonal pattern of additions to DEP. The seasonal
variation in additions to DEP experienced a substantial overall decline,
concentrated in the period of 1978 through 1981. The seasonal
components of the peak months of December through March are lower, and
the months of September through November are higher. This is suggestive
of a change in the timing of recruiting effort and t~e possibility of a
longer average stay in DEP in the period since 1981.

The primary products of this analysis are seasonally adjusted
versions of recruiting data for use in econometric time series studies
of recruiting. Both the exposition and comparison of techniques, and
the seasonally adjusted data are intended for the use of CNA analysts in
future studies.

1. This apparent longer average stay in DEP since 1981 may be associated
with a second set of observations based on the deseasonalized data. The
large and steady buildup of DEP from 1981 through 1983 appears to be a
result of (1) a high and steady flow of net contracts at a seasonally
adjusted monthly rate about 1,000 higher than the trough of 1978 and
1979, and (2) reduction of accession goal of about the same magnitude.
It is likely that labor market conditions related to the business cycle
are largely responsible for, both facts since reduced accession goals (in
the absence of the shrinking force) are probably due to the relatively
high retention rates of the existing enlisted force during this period.

-3-
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PRODUCTION SUMMARY DATA

Navy Recruiting Command Production Summaries (PS) date back to
March 1979, and the antecedent (the Program Analysis Report) covers the
period of the All-Volunteer Force (AVF) back to July 1973. These
monthly summaries are relatively complete descriptions of the numbers
and types of recruits either accessing (shipping) or signing contracts
within a calendar month. They also contain information on the stocks
and flows of recruits in DEP. The data are compiled by Navy Recruiting
Command from the PRIDE (Personalized Recruiting for Immediate and
Delayed Entry) interactive reservation lystem that recruiters use to
reserve training seats for individuals. The key series to be analyzed
are described here. Most of the series are measures of the number of
recruits of various types who either reside in the DEP stock or are
moving through the contract or accession stages of the recruiting
process. Individual decisions cannot be analyzed with such data, though
much can be learned from the behavior of the aggregates.

The driving force behind the levels and changes in these measures
of recruiting activity is the Navy's accession plan for each type of

recruit. Attention is focused here on the largest component of the
overall accession plan--USN non-prior-service males. The PS information
on accessions within the month is provided by field (e.g., nuclear),
program (e.g., school guarantee), and geographic area, including break-
downs by AFQT group and high school degree. The data on the DEP are
also provided in terms of expected accession month, high school degree
status, and AFQT group status of those in DEP since January 1984.

The number of enlistment contracts reported in the PS are net of
attrition from the DEP. The fundamental accounting relations between
net contracts and the DEP are the following:

Net contracts = Direct ship contracts + Net additions to DEP (1)
Change in DEP= Additions to DEP - Shipments from DEP. (2)

All new contracts add 1 to either the direct ship category or the addi-
tions to DEP category. Attritions from DEP subtract I from the net
additions to DEP category and 1 from the net contracts category. The
difference between additions to DEP and shipments from DEP is the change
in the DEP since the end of the previous calendar month. Unfortunately,
these series are calculated in different ways at different times.
Beginning in January 1984, the calculation of direct shipments was
altered. Shipments from DEP for which there was some change in the
contract, e.g., field or program, were apparently counted as direct
ships but not as new net cuntracts. Thus, the mix between direct ships
and additions to DEP changed markedly, solely as a result of this

1. See [31 for a description ot' the PRIDE data.

-4-



accounting change. In August 1985, the PS reverted to the definition

used before January 1984, with direct ship contracts definedl1as those [

who sign a contract and ship within the same calendar month.

The analytical problems caused by this change can be addressed by
calculating a new series for direct ships and additions to DEP from
other data provided in the PS. The PS contains a set of time series on
the number of recruits scheduled to ship in each of the next 12 months.
In the period prior to the definition change, there is a close corre-

spondence between the number scheduled to ship in the following month "
and the number reported to have shipped (table A-1 of the appendix).
Subtracting the difference between the number scheduled to ship andv,

those actually shipped from DEP from the number reported as direct ships
between January 1984 and August 1985 leaves an estimate of direct ships ,
consistent across the definition change. The measurement error arising.

from this adjustment comes from the interaction of two offsetting
sources, DEP attrition and unexpected shipments from DEP. In the

absence of the definition change, the number actually shipped from DEP %
may differ from the number scheduled because (1) individuals attrite
from the DEP in the month they are supposed to ship and are not replaced .
by other unexpected DEP shipments, or (2) individuals not scheduled to
ship until a later month are shipped in the current month, in excess of
any DEP attrition in the current month. The difference can be termed
net DEP shipment attrition in the current month. The adjustment
described implicitly assumes that this net attrition is zero.

The unobservable measurement error tends to understate "true"

direct ships, especially when net attrition from expected DEP shipments
in the current month is large. To the extent that this attrition varies
with the recruiting cycle, the adjusted series of direct ships does not

reflect the full extent of this cyclic variation. Because net contracts
are unchanged, additions to DEP must be reduced for b as direct ships
are increased to maintain the accounting identity (i). Consistent with

the above adjustment is oe for shipments from DEP that measures it as
those scheduled to ship as of the previous month. The measurement

errors resulting from the above set of adjustments are much less serious '
than those resulting from the definition change and allow the analysis
to cover the entire ner scheud tohie fooithat two

important quantitative series--net contracts and change appendix).
unaffected by the definition change.

The quality measures considered in this paper deal with accessions
and the DEP. Change in the average quality of new recruits is an equil-
ibration mechanism in which recruits of lower quality are substituted
for those of higher quality when the recruiting market declines, i.e.,
the quantity and quality measures of recruiting performance are closely

b. Several efforts to verify te direct ship totals from individual t

PRIDE data have not been successful.

-5-
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related. The traditional measures of quality are the percentage of S
recruits with a high school diploma (HSD) and the various AFQT
Categories.

The period of analysis includes that when the Armed Services Voca-
tional Aptitude Battery (ASVAB) was improperly scored, making necessary
an adjustment to the mental group percentages in FY 1977 through 1980.
The adjustment is done using mental group percentages reported in [4,
p. 69]. Adjusted mental group percentages of USN NPS male accessions
are reported in table A-4 of the appendix.

One benefit of the 1984 revision of the PS is the inclusion of DEP
quality indicators for all individuals in the one-Navy DEP by month, as
shown in table 1. Quantity and quality decline over the period, with
the percentage decline in the upper AFQT Categories being half as great
as the percentage decline in the size of the one-Navy DEP. Note that
between September 1984 and January 1985, quantity held roughly constant
while the percentage of upper AFQT Categories declined rapidly. There-
after, quantity declines by about 15 percent, and the percentage of
upper AFQT Categories is roughly constant. It appears that the recent
accession goal of 59 percent of total accessions from AFQT Categories II
through IIIA may be having a negative effect on the ability of
recruiters to obtain new enlistments.

P

-6-
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TABLE 1

ONE-NAVY DEP QUALITY INDICATORS BY MONTOa

Year- HSD AFQT I-IIIA AFQT IV
month Number (percent) (percent) (percent)

841 45,165 98.5 70.1 6.7
84-2 45,700 98.4 69.4 7.1
84-3 44,324 98.4 69.0 7.4
84-4 43,225 98.7 68.2 7.9
84-5 41,944 98.6 67.1 8.6
84-6 39,975 98.7 66.6 8.5
84-7 37,872 98.9 66.4 8.4
84-8 37,061 98.6 65.8 8.7
84-9 36,649 98.0 65.1 9.1
84-10 36,585 97.6 64.2 9.9
84-1l 36,134 97.3 62.9 10.1
84-12 35,844 97.0 62.0 10.3
85-1 36,844 96.3 61.1 10.3
85-2 36,093 96.1 61.4 9.9
85-3 35,856 96.2 61.6 9.7
85-4 36,020 96.8 61.0 10.0
85-5 36,252 97.1 60.5 10.2
85-6 35,012 97.3 60.5 9.9
85-7 33,974 96.0 60.6 9.6
85-8 32,118 94.8 60.8 9.2
85-9 30,865 93.3 60.3 9.6

a. One-Navy DEP includes all individuals in the DEP, not just
non-prior-service males.

-7--
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SEASONAL ADJUSTMENT

INTRODUCTION

Seasonal adjustment involves estimating and removing an unobserv-
able seasonal component S from an observable series zt, where the
t indexes time periods. he unobservable components interpretation of
seasonal adjustment is discussed in [1] and the references contained
therein. The objective is to decompose the observed variance of a time
series into trend-cycle, seasonal, and irregular components, e.g.,

zt T X S x

t t

where T is the trend-cycle component, S t  is the seasonal component,
and e is the irregular component. This unobservable components model
for zt assumes that the seasonal component is proportional to the
level of the trend-cycle.1

There are four commonly used approaches to the problem of decom-
posing time series variance into the unobservable trend-cycle, seasonal
and irregular components:

" Regression techniques

" Autoregressive Integrated Moving Average techniques

" Smoothing techniques

" Spectral techniques.

REGRESSION APPROACH TO DESEASONALIZATION

This approach typically models an additive rather than a multipli-
cative decomposition of the trend-cycle, seasonal, and residual compo-
nents. The trend-cycle component is usually modeled with a linear or
quadratic polynomial in t, and the seasonal components by seasonal
indicators of the (0,1) type or by trigonometric functions of the

-0

1. Another common procedure is to additively separate the components,

Zt = Tt * S t # e t
For more detailed discussion of seasonal adjustment techniques, see

[P, 5, 6, 7, and 8] and the references therein.

-8- q
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seasonal period.1 A typical model with seasonal indicators using _
monthly data would be

1

Zt =o + bIt +i 6.IND it + e

where INDit = 1 if observation t of INDit is a period that cor- l
responds to the season indicated by INDi, and INDit = 0 otherwise.
The seasonally adjusted value in period t is given by

1 1 ^

Z - 6. IND. t

where the 61 are estimated by ordinary least squares.

These models are referred to as globally constant seasonal models
because the estimated seasonal pattern is not allowed to change over
time. This fact makes them particularly unsuitable for modeling the
seasonal pattern of recruit accessions. A generalization to allow the
seasonal and trend-cycle components to vary over time produces a class
of seasonal models that have locally constant seasonal components. The
seasonal and trend-cycle components are adjusted each period (or sIason)
by smoothing factors that weight the past and present differently. A
simple specification that allows for changing seasonal components is to
allow for interaction between the seasonal and time-trend variables in
an ordinary least squares regression. It is a convenient method for
determining whether seasonal amplitudes are changing through time. -0

To illustrate the changing seasonal patterns in USN NPS male
recruiting, versions of both the globally and locally constant S
regression models are presented in the appendix, tables A-6 and A-7.
The results indicate a reduction in seasonal amplitude for those
recruiting series.

1. The trigonometric models of the seasonal component are various forms
of the following:

M 
2l

st  Ai sin t (Pi

where m is the number of sine functions in the linear combination, A.
is the amplitude of the ith harmonic, f. 2MI/S is the frequency
of the ith harmonic, and i is the relevant phase shift. See [8] for
applications.
2. For a description of such a procedure, see [8, pp. 179-180].

-9-.
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TIME-SERIES (ARIMA) MODELS AND FORECASTS ,

Time-series models provide a relatively sophisticated procedure for

extrapolating the observed history of a time series. These procedures
assume that there is an underlying stochastic process generating the
time series that can be statistically characterized and estimated. An

example of such a stochastic process is a random walk, where the random
variable zt is given by

Zt = Zt-i + Et,

and each successive et is drawn from a probability distribution with
mean 0. The underlying stochastic process is assumed to be invariant p
with respect to time.

ARIMA models constitute a wide class of time-series models having a
rigorous statistial structure that is treated carefully in various
texts [8, 9, 10]. The following overview of these procedures cannot be
self-contained. It provides, rather, the flavor of the application of
such models to readers who are unfamiliar with these techniques.

Application of the ARIMA methods proceeds in three stages: identi-
fication, estimation, and diagnostic checking, which are typically
implemented in an iterative loop until a suitable model for the series
is discovered. The identification of an appropriate statistical process
involves a significant amount of judgement by the analyst. The inputs
to this stage are the estimated autocorrelation and partial autocorre-
lation functions of the time series along with an analysis (usually %
nonrigorous) of its stationarity. If the series exhibits a changing %
mean (trend) or variance, it must be transformed to a stationary series

before the remainder of the model is specified. Trends are eliminated
by differencing the series. Logarithmic and power transformations of a
series are generally used to achieve a relatively constant variance.

Given a series with roughly constant mean and variance, the current
value of the series is then modeled as nonlinear function of past values
of the series, and current and past values of random variables that are
independent are identically and normally distributed with mean 0 and
standard deviation a. The choice of which past val es to include in
the model is the heart of the identification process and is based on a
number of rules regarding the estimated autocorrelation and partial
autocorrelation functions.

1. These texts should be consulted for detailed explanation of the terms
and procedures used below.
2. The general presumption in the literature is that, subject to some

other criteria, the fewer the terms, the better. This is the principle

of parsimony.
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The estimation stage proceeds by implementing an iterative maximum 0
likelihood, or nonlinear least squares, estimation procedure found in
various statistical analysis packages such as [11]. Often, estimation
of a particular model will converge very slowly, if at all. For each V

candidate model, the results of the maximum likelihood or nonlinear
least squares estimation are subjected to the following criteria:

4 Parsimony of model structure (fewer included terms are
better)

* Stationarity and invertibility of the model
(mathematically necessary)

* Significance and correlation of model coefficients

(robustness of estimates)

* Autocorrelations of model residuals (adequacy of model)

e Fit of model (variance of forecast errors).

The results of these tests of model performance are then used to
suggest new models for estimation until the analyst is satisfied with
one. The multiplicity of criteria implies an indeterminancy of model
selection, and the search for a good model often ends with some uncer-
tainty. Provided that the resulting models are well specified, ARIMA
forecasts have minimum mean square forecast error among those produced
by univariate methods.

Two shortcomings of univariate ARIMA models are the relative in-
ability to forecast turning points in cyclical series and the inability
to relate changes in the series to changes in other variables that may
influence or otherwise be associated with changes in the subject series.
It is possible, though difficult, to use ARIMA methods to decompose
time-series variance into trend-cycle, seasonal, and irregular compo-
nents. An ARIMA-based decomposition is described in [12], but not
implemented here. The ARIMA models estimated below have terms that cap-
ture seasonal variation in the series, but not in the sense of the unob-
served components models discussed above. 0

The quantity type series, including accession goal, contracts,
additions to DEP, and change in DEP, have seasonal components that
appear to change over time, and ARIMA models that include both seasonal
and nonseasonal components are investigated. Plots of the data
(figures 1 through 3) show that, with the exception of accession goal,
the variables have roughly constant total variance. Unreported
regression results for accession goal, contracts, and addit;or,' to DEP
against a time trend show the trend to be significant. This indicates

1. The spike in December 1976 is associated with the demise of the G
Bill.
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for first differencing of these series, along with possible seasonal
differencing to eliminate trends in the month-to-month or year-to-year S
value of the series. The accession goal series has a variance that
declines over time as the accession goal falls. To reduce this change

in the variance over time, the models for accession goal use the loga-
rithm of accession goal as the dependent variable. The results can be
interpreted in terms of percentage changes per unit of time, or can be
transformed back to the original units, being careful to account for the
fact that the expectation of log (Zt) is exp(p + 1/2 a2 ), where
log (zt ) is distributed as N(p, a2). The most common seasonal ARIUA

models are multiplicative in seasonal and nonseasonal components, and
the search for a good ARIMA model of each series begins with the explo-

ration ot seven such common models for each series. Table A-8 of the
appendix lists these models, none of which provides the best fit for any 0

of the series.
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FIG. 3: CHANGE IN DEP - USN NON-PRIOR-SERVICE MALES

The final estimated model for each series is presented in tables 2

through 5. Each series is differenced, first with a lag of one month,
then with a lag of 12 months. For the transformed series, estimated

autocorrelation and partial autocorrelation functions used in the
identification stage are presented as characteristics of the series. The

final estimated model is presented in standard format with S
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autoregressive terms (w.) on the left-hand side and moving average
terms (at) on the right-hand side. The ooerator B' denotes the ith

lag of either w or at. Finally, the X' statistics are provided
for the Ljung an Box test statistic for overall autocorrelation of
model residuals, computed up to the lag value in parentheses. High
probability values for these statistics accept the null hypothesis of no
autocorrelation.

The structures of the final models for accession goal and change in
DEP are similar, the difference being the absence of a moving average
term with an 11-month lag in the change in DEP series. When introduced,
such a term in the change in DEP model is statistically insignificant
and does not substantially alter the pattern of residual autocorrela-
tions. The models for additions to DEP and net contracts are signifi-
cantly different from each other and from the other two series. The
adequacy of the models can be judged from the X2 test of autocorrela-
tion among the model residuals. All the models are adequate at the usual
confidence levels. The model of accession goal has the highest level of
confidence regarding the absence of residual autocorrelation, as might
be expected from a managed series. The models of change in DEP and
additions to DEP share some of this predictability, though each series
is strongly influenced by the contracts series that, on the X2 test of
autocorrelation of residuals, fits least well. The contracts model also
distinguishes itself by length of the autoregressive lag--a 24-month lag
appears in the final estimated model.

1

Within-sample and forward forecasts of these series .e presented
in table 6. The forecasts from October 1984 to September 1985 are
multistep, i.e., the forecast for the next period is based on the fore-
casts for all previous periods, with a base period of September 1984.

None of the series are predicted very well within-sample by the esti-
mated models. One message that is consistent across the models, how-
ever, is that recruiting performance was better in FY 1985 than these
models predicted on the basis of the previous 12 to 24 months. Additions
to DEP and contracts uniformly exceed the forecasts, and changes in DEP
are more positive than predicted in 10 of the first 12 months. Because
the standard errors of the forecasts are large, virtually all actual
values are within 1.6 standard deviations of the point forecast.

1. Despite the apparent similarity in estimated autocorrelation and
partial autocorrelation functions for additions to DEP and net
contracts, the model fitted for additions to DEP could not be made to
converge when applied to the net contracts series.
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TABLE 6

FORECASTS OF ARIMA MODELSa

Adjusted
Contracts additions to DEP Change in DEP

Year-
month Forecast Actual Forecast Actual Forecast Actual

84-10 3,640 4,583 3,215 4,300 481 -108
84-11 3,896 4,737 3,063 4,380 -552 -298

84-12 3,924 4,395 2,800 4,038 563 542
85-I 4,307 5,069 2,999 4,376 201 269
85-2 4,246 4,276 2,949 3,624 324 -296
85-3 4,063 4,367 2,693 3,673 -863 86
85-4 3,558 3,967 2,212 3,325 -588 159
85-5 2,880 3,614 1,741 3,026 -833 -86
85-6 3,225 4,461 2,037 3,918 -1,723 -723
85-7 3,423 4,599 1,995 4,029 -1,710 -876 S
85-8 4,032 4,155 2,935 3,926 -895 -1,574
85-9 3,488 4,373 2,370 4,145 -1,299 -1,101
85-10 4,617 4,571 4,833 2,987 463 -178
85-11 4,585 4,579 -69
85-12 4,590 4,097 708
86-1 4,878 4,302 539
86-2 4,648 3,772 -13 .
86-3 4,177 3,802 -488
86-4 3,697 3,386 -415
86-5 3,084 2,976 -727
86-6 3,489 3,559 -1,498
86-7 3,479 3,446 -1,728
86-8 3,494 3,661 -1,647
86-9 3,863 3,710 -1,156

a. Forecasts from 84-10 to 85-9 are multistep forecasts from 84-9. The
forecast for 85-10 is a single-step forecast; beyond 85-10 are
multistep forecasts with a base of 85-9.

1.9
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Within-sample single-step forecasts, i.e., the forecasts for the
next period, use all available data up to the present period, and their
errors are generally more useful for making inferences about systematic
deviations of recruiting performance from that predicted by the model,
because these forecasts are available for the entire period. Table 7
summarizes, by fiscal year, single-step predictions for the DEP and
contracts series. FY 1978 and FY 1983 have predicted contracts that
exceed actual contracts by 3,942 and 6,939, respectively. FY 1978 is
widely perceived to have presented a difficult recruiting environment,
but FY 1983 is not. FY 1980 has 8,368 more actual contracts than
predicted. These ARIMA models do not fit the cyclic swings very well.
Nevertheless, the multistep forecasts do have value as inputs to the
X-11-ARIMA deseasonalization procedure to be described in the following
section. The difference between actual values and the forecast values
in table 6 can be considered deseasonalized versions of the series
because the forecasts include imputations of past seasonal variation,
and trends are included in the integration of the difference transfor-
mations.

TABLE 7

WITHIN-SAMPLE ALGEBRAIC SUM OF SINGLE-STEP FORECAST ERRORSa

Adjusted
Contracts additions to DEP Change in DEP

Fiscal
year Residual Actual Residual Actual Residual Actual

1977 442 80,999 -2,613 51,533 -4,371 75

1978 -3,942 58,076 -1,724 37,429 2,659 -2,360

1979 931 53,585 1,947 36,218 3,128 99 J

1980 8,368 69,055 4,354 57,836 3,037 6,394

1981 -765 64,053 -2,735 56,353 -5,094 -1,935

1982 -343 64,613 -221 62,028 5,235 10,734

1983 -6,939 56,371 -2,442 54,160 -2,848 2,742

1984 576 52,143 -909 48,324 -2,817 -5,694

1985 2,932 52,586 3,172 46,760 1,630 -4,006

a. Errors are from models estimated in tables 3, 4, and 5. Negative
residuals indicate that actual values are less than predicted.

1. The FY 1983 overestimate is possibly due to a Navy policy that may
have had the effect of discouraging contracts for DEP.

-20-



II

SMOOTHING APPROACH TO DESEASONALIZATION

The most commonly employed seasonal adjustment procedures use
moving-average techniques to smooth the data. Among these, the X-11
program developed at the U.S. Census Bureau and described in [8] and
[11] is the procedure used to produce official seasonally adjusted
series for the U.S. Government. The procedure is flexible and can be
implemented rather quickly. It incorporates several distinct moving
averages in an iterative sequence that provide estimates of each of the
unobserved components. The fundamental problem with the X-11 procedure
is that computation of seasonal components at the end (beginning) of the
observation period require data (for the moving averages) in the future
(past) that are not directly observable. Seasonally accurate forecasts
of the series for the next 12 months are thus required for accurate
decomposition of the latest data observed. The Statistical Analysis
System's (SAS) version of X-11 does not use such forecasts [11]. Most
series to which X-11 is applied in this analysis are extended beyond the
last observation by one year, with multistep ARIMI forecasts of the
series based on the models in tables 2, 3, and 4.'

Assuming a multiplicative model and a yearly seasonal pattern, the
X-11 procedure operates by first computing a centered 12-term moving
average for the trend-cycle component and dividing the original series
by this moving average to obtain the seasonal/irregular component. A
month-specific moving average is then applied to this latter component
to estimate the seasonal. A moving standard deviation is calculated
from the irregular component and is used to weight extreme values in the
seasonal and irregular components. New seasonal factors are estimated
by applying a moving average to the modified series. Dividing the
original series by these seasonal factors and applying a weighted moving
average to the seasonally adjusted series yields a new trend-cycle
component. The entire process is then repeated twice more, yielding
final estimates of the trend-cycle, seasonal, and irregular components
of the time series. For more detail on the individual steps, see [8 and
111.

Estimated seasonal factors from the X-11-ARIMA procedure are
presented in table 8. Accession goal has a very strong seasonal pattern S
over the period, but the FY 1985 seasonal cycle is of much smaller
amplitude than the average since 1974. The months of February, March,
April, November, and December show steady increases in their seasonal -

component since at least 1978, with the biggest changes occurring in the
1981-through-1984 time period. All these months are part of the usual
seasonal trough of this series. June, July, August, September, and
October have witnessed steady declines of their high seasonal components
since 1978 or 1979. With the exception of October, each of these months

1. Without some transformation to a series with all positive entries,
the change in DEP series cannot be decomposed by this X-11 procedure.

-21-
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maintains a high seasonal component but very much less so than in the
period up to 1978.

The seasonal pattern of net contracts, as calculated by this
method, is much less pronounced than that of accession goal, and the
FY 1985 seasonality more closely resembles the average seasonality since
1974. Among the notable changes are the reductions of the seasonal
components in June, July, August, and September and the increases in
October, November, and February. This is likely indicative of a longer
average stay in DEP in recent years, robably due in part to a favorable
recruiting and retention environment.

TABLE 8

X-1 1 ARIMA SEASONAL ADJUSTMENT FACTORS

Adjusted

Accession goal Net contracts additions to DEP

Average Average Average

seasonal FY 1985 seasonal FY 1985 seasonal FY 1985
factor seas. factor seas. factor seas.

Month (1974-1985) factor (1974-1985) factor (1974-1985) factor

Jan 95.0 96.8 114.3 113.7 121.0 112.4
Feb 79.5 88.7 102.8 106.6 109.9 101.4
Mar 78.3 93.5 101.9 102.2 109.3 100.5
Apr 75.7 91.2 87.4 93.2 93.5 90.2
May 81.0 87.6 79.3 81.3 78.7 78.9
Jun 123.1 116.3 94.9 91.5 90.9 91.7
Jul 133.0 117.5 102.4 96.9 93.4 94.5
Aug 132.6 115.9 106.8 96.3 99.0 98.9

Sep 130.3 113.3 105.6 101.7 93.6 101.9
Oct 102.7 93.8 97.7 102.4 95.9 108.7
Nov 95.2 104.5 102.0 106.4 105.0 111.2
Dec 70.8 77.7 103.4 105.2 111.9 107.1

1. No direct evidence is available on -this point, but figure A-I (in the

appendix) presents the trend-cycle component of an X-11 analysis of the
size of the one-month DEP relative to the size of the six-month DEP as
indirect evidence. Beginning in the fall of 1981 there was an unprece
dented rise in the number of recruits in DEP scheduled to ship in
6 months. An equally precipitous decline began in the fall of 1983, a -

fact that correlates well with the beginning of the recent upturn in
economic activity.
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Additions to DEP have a seasonal amplitude and pattern similar to S

net contracts. The strong seasonal components associated with January,
February,, and March have been recently reduced or eliminated; the
seasonal components associated with September, October, and November
have increased. Given the seasonal pattern of accession goal, this
change may be additional indirect evidence of a longer average stay in
DEP.

The trend-cycle components of the net contracts and additions to
DEP series are presented in figures 4 and 5. These s.:ries are expected
to be inversely related to the civilian economic opportunities of young
men.

The e-timated trend-cycle component of net contracts is constructed
as a weighted moving average of the deseasonalized version of the
series. It shows a sharp decline in FY 1977 and FY 1978, followed by a
sharp rise in FY 1980. The decline in FY 1983 coincides with the begin-
ning of the current economic expansion in late 1982. This economic
expansion is the second longest in post-World War II experience. The
trend-cycle level of net contracts resembles very closely that of the
FY 1978 and FY 1979 period, but has lasted nearly twice as long. In
FY 1978 and FY 1979, the decline in net contracts is associated with not
making accession goal. (Compare accession goal in table A-9 to the sum
of reported shipments from DEP and direct shipments in tables A-I and
A-2.) In the more recent period, the result has been an undesired
decline in the size and quality of the DEP (table 1), a matter of some
concern to Navy manpower management. Notice that he recent downturn
involved a less severe drop in additions to DEP than in the 1978-to-1979
period. The net effect is that relative to the earlier trough, FY 1984
had less than half the percentage of direct shipments in FY 1978.

The estimation of seasonal components by the X-11 procedure main-
tains the implicit assumption that the period of seasonal fluctuation is
12 months. The validity of this assumption is examined in the following
section.

FREQUENCY DOMAIN APPROACH TO DESEASONALIZATION

In the course of addressing bias in time-series regression due to
evolving seasonal "noise," [7] suggests a number of procedures to reduce
the bias. One of these methods is a frequency domain (spectral) proce-
dure in which the estimated seasonal bands are "zeroed out" and the
series is transformed back to the time domain. This approach provides
some new insights into the nature of the seasonal variation associated 0
with these recuiting time series.

Spectral techniques are motivated in [2] and [13] by noting that
lights of various colors or musical tones are "formed by a superposition
of pure harmonics," which can be decomposed into a number of harmonic

-23-
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functions with various frequencies, amplitudes, and phases. The spec-
tral representation of a time series may be written as:

t z (al cos Xt + b Xsin Xt) - ( t (
X

where a A cos 1 and b Axsin , and X is the frequency of
the harmonic, Ax is its amplitude, and 0, is its phase. The average
power of a time series is defined in [131 as

lira 1_ Z2 ( t)dt

T-- 2T

where z(t) is the observed time series. It is then shown in [13] that
the various frequency components of a time series contribute additively
to the average power. The function that relates power to frequency,
showing the amount of power contributed at each frequency, is called the
(power) spectrum of the series. To the extent that Navy policy and eco- 0
nomic phenomena are associated with variations in the power of the
series at different frequencies, the relative amount of power
attributable to each can be determined from the spectrum. Once the
spectrum is estimated, the power surrounding the seasonal frequencies is
removed, producing a deseasonalized version of the series.

Figures 6 and 7 depict the estimated spectra of accession goal,
change in DEP, net "contracts, and additions to DEP. As expected, the
spectra of net contracts and additions to DEP are quite similar, as are
those of accession goal and change in DEP. There are, however, major %
differences between the two sets of series. Table 9 presents the per-
cent contributions to the cumulative spectral density by cycles of more
than 4 years, annual cycles, and semiannual cycles. Accession goal and
change in DEP are dominated by annual cycles, and net contracts and v
additions to DEP are dominated by long periods of about 4 years or more.
Neither the contracts nor the additions to DEP series have a significant
12-month cycle, though the 6-month cycle for net contracts is relatively
strong. Additions to DEP are more sensitive to the long cycles, i.e., 0

1. The estimation and deseasonalization procedures are implemented in
[14]. The spectrum for each time series is calculated after detrending
and tapering the time series. The detrending is accomplished by OLS
regression of the series against time. A standard trapezodial taper is
appl ied to both ends of the series to smooth the connection between the
unpalded and padded parts of the series. The series is then Fourier
transformed, multiplied by its complex conjugate, and scaled to obtain
the periodogram. The periodogram is then smoothed to produce an
estimate of the spectrum. Also see [15] for a general discussion of
thes teci,ques.
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business cycles, than are contracts, and the annual and semiannual
cycles in additions to DEP are relatively small.

TABLE 9

CONTRIBUTIONS TO VARIANCE BY COMPONENTS OF VARIOUS PERIODS:
QUANTITY DATA

Accession Change in Net Additions to
Periods in goal DEP contracts DEP
vicinity of (percent) (percent) (percent) (percent)

>45 months 0 1 25 38

12 months 52 47 6 5

6 months 11 2 14 7

Plots of the X-11-ARIMA and spectral deseasonalizations are
presented in figures 8 through 11. In figures 8 through 10, the solid
line is produced by the X-11-ARIMA procedure, and the dotted line by the
spectral procedure.

In the cases of accession goal and net contracts, the two
techniques yield similar deseasonalized versions of the series in which
month-to-month movements are highly correlated, but some values for
individual months differ between the series by several hundred recruits.
The frequency domain deseasonalization of change in DEP, which nets out
the strong 12-month seasonal cycle, shows a period of increasing DEP in
FY 1979 and FY 1980, followed by increasing DEP in FY 1982 and FY 1983
and a decline in the most recent 2-year period.

ANALYSIS OF ACCESSION QUALITY INDICATORS

Table 1 emphasizes the trade-off between the number and quality of
USN NPS male recruits. Two quality indicators analyzed here are AFQT
Categories I and II accessions as a percentage of total USN NPS male
accessions, and high school diploma (HSD) accessions as a percentage of
USN NPS male accessions. Figures 12 and 13 present plots of these
series. Spectral analysis indicates that a large part of the variance
is in seasonal ands of 12-month periods (HSD accessions also show a
6-month cycle). Table 10 presents the contributions to spectral

1. Table A-10 presents an X-11 estimation of seasonal factors for

percent HSD accessions. The largest difference in average seasonal
factors between 1977 and 1985 is nearly 19 points. The largest such
difference in 1985 is less than 15 points.
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density of frequencies in various ranges. The long cycles, 4 years or S
more, in AFQT Category I and II accessions account for about the same

fraction of total variance as do the long cycles in additions to DEP,
revealing its probable sensitivity to the business cycle. HSD acces-

sions are apparently less sensitive to such long swings. The fact that
HSD accessions approach 100 percent of total USN NPS male accessions is

likely to introduce a truncation bias in the estimate of the spectrum

for this series.

TABLE 10

CONTRIBUTIONS TO VARIANCE BY COMPONENTS OF VARIOUS PERIODS:
QUALITY DATA

AFQT Category
I and II

Periods in accessions HSD accessions

vicinity of (percent) (percent)
e

>148 months 39 22

12 months 25 34
6 months 3 15

X-11 and frequency oomain deseasonalization of the AFQT Category I

and 1I accession percentage is presented in figure 14. The X-11 trend-
cycle estimate appears in figure 15. The remarkable rise in high AFQT

accessions probably reflects the Navy's high elasticity of demand for
this group as well as a potentially sensitive response of their supply

to economic conditions.

COMPARISON OF THE TECHNIQUES

Among the four techniques explored, only the Census X-11 and

frequency domain procedures are used to produce deseasonalized versions
of the recruiting time series. The regression approach is not well

suited to estimation of slowly evolving seasonal patterns as are
observed in this data. The time-series (ARIMA) approach is not easily

adapted to the unobserved components framework that underlies
deseasonalizatioi. in addition, the estimated ARIMA forecasts have
relatively large confidence intervals and do not adequately predict

cyclical turning points in the series. The forecasts are useful in

improving the application of the standard Census X-11 procedure.

Conceptually, the frequency domain approach to deseasonalization
seems preferable, because the spectral decomposition of the time series
isolates seasonal cycles of all periods. By contrast, the Census X-11
procedure is designed to isolate annual cycles. This fact turns out to

be of relatively little importance, since the seasonal cycles identified

by the spectral procedure have frequencies that are harmonics (multiples

of I or 2) of the annual cycle assumed by X-11. One potential drawback

-31-
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of the spectral procedure is the need to detrend the series prior to
analysis. Low-order polynomial functions of time may not adequately
represent observed trends, with the result that the deseasonalized
series deviates substantially from its "correctly" detrended value.
Because of the widespread use of the Census X-11 procedure in deseason-
alizing government statistics, it is a safe choice for the deseasonali-
zation of Navy recruiting data.

"433M
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I

CONCLUS ION

Strong seasonal components of annual and semiannual periods are
associated with Navy recruiting of USN NPS males. The seasonal cycles
are found in both the number and quality of recruits. Attempts to
quantify the seasonality show that the seasonal patterns have evolved
over the period of the All-Volunteer Force, indicating that flexible
procedures like X-11-ARIMA and frequency domain deseasonalization are
desirable. The results of the two deseasonalization procedures are
similar in their month-to-month movements but do contain some
significant differences in magnitudes. The deseasonalized series can be
employed in econometric studies of the impact of Navy recruiting
resources on the quantity and quality of USN NPS male recruits.

Spectral analysis of the series indicates that additions to DEP and
percent AFQT Category I and II accessions are characterized to a greater
extent by fluctuations over a long period than are net contracts. The
relative long-period dominance in additions to DEP appears to be due as
much to a reduction of accession goal as to an increase in contracts.
Increased retention and relatively constant force size may be the keys
to this behavior because generally a favorable recruiting climate is
also a favorable retention environment. As examination of figure 1
reveals, the unprecedented rise in additions to DEP between late 1981
and early 1983 reflects an unchanged but high rate of contract attain-
ment (relative to FY 1985) and a significant decline in accession goal,
with an implied longer average length of time in DEP. Mental group 1
and 2 accessions are also more sensitive to long-period fluctuations
than are contracts. This is primarily an accession phenomenon, with the
Navy selecting higher AFQT Category recruits during favorable cyclical
recruiting periods. These facts suggest that AFQT Category I and II
accessions may provide a more sensitive barometer of the cyclical
recruiting environment than net contracts, without the complications
associated with the additions-to-DEP variable.

-34-

L'I



.0

REFERENCES •

[1] Marc Nerlove, David M. Grether, and Jose L. Carvaho. Analysis of .
Economic Time Series: A Synthesis. New York: Academic Press,
1979

[2] Richard P. Feynman, Robert B. Leighton, and Matthew Sands.
Lectures on Physics, Vol. 1. Reading MA: Addison-Wesley, 1963

[3] CNA Research Memorandum 86-3, The Non-Prior-Service Accessioq Data
Set: FY 1978-FY 1984, by George Corliss, Oct 1985 (27860003)

[4] Office of the Assistant Secretary of Defense (Manpower, Reserve
Affairs and Logistics), Profile of American Youth: 1980 Nationwide
Administration of the Armed Services Vocational Aptitude Battery,
Mar 1982

[5] W.P. Cleveland and G.C. Tiao, "Decomposition of Seasonal Time
Series: A Model for the Census X-11 Program." Journal of the
American Statistical Association, 71 (Sep 1976): 581-587

[61 K.F. Wallis, "Seasonal Adjustment and Relations Between
Variables." Journal of the American Statistical Association, 69
(Mar 1974): 18-31

[71 Christopher A. Sims, "Seasonality in Regression." Journal of the
American Statistical Association, 69 (Sep 1974): 618-626

[81 Bovas Abraham and Johannes Ledolter. Statistical Methods for
Forecasting. New York: John Wiley & Sons, 1983

[9] Alan Pankratz. Forecasting with Univariate Box-Jenkins Models:
Concepts and Cases. New York: John Wiley & Sons, 1983

[10] George E.P. Box and Gwilyn M. Jenkins. Time Series Analysis:
Forecasting and Control. San Francisco: Holden-Day, 1976

[111 SAS Institute. SAS/ETS User's Guide, Version 5 Edition. Cary:-S
SAS Institute, 1984

[12] S.C. Hillmer and G.C. Tiao. "An ARIMA-Model-Based Approach to
Seasonal Adjustment." Journal of the American Statistical
Association. 77(377), 1982: 63-70

[13] L.H. Koopmans. The Spectral Analysis of Time Series. New York:
Academic Press, 1974

1. The number in parentheses is an internal CNA control number.

-35-

--- . . -. .- .- -. .- .* . -- ---.m- ".".' %-



A!-' Vvn-

[14] Thomas A. Doan and Robert B. Litterman. RATS User's Manual,
Version 4.30. Minneapolis: VAR Econometrics, 1984

[151 Phoebus J. Dhrymes. Econometrics: Statistical Foundations and
Applications. New York: Harper and Row, 1970

-36-

C % '

,



APPENDIX

RECRUIITING DATA AND ANALYTICAL RESULTS

U'.2



al

APPENDIX

RECRUITING DATA AND ANALYTICAL RESULTS

This appendix contains tables and figures referred to in the text.
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TABLE A-4l

USN NPS MALE ACCESSIONS: PERCENT BY MENTAL GROUP

Year-
Month Mental group I Mental group 2 Mental group 3 Mental group 4

76-10 6.4 34.3 35.2 24.1
76-11 7.1 39.3 36.6 17.0
76-12 7.1 35.0 39.3 18.6
77-1 6.4 35.0 40.6 17.9
77-2 6.9 34.8 42.6 15.6
77-3 6.4 34.6 41.0 18.0
77-4 7.5 38.8 43.9 9.8
77-5 6.0 34.3 38.9 20.8
77-6 3.9 26.2 41.0 28.9
77-7 4.3 27.7 42.9 25.1
77-8 4.6 31.3 43.8 20.3
77-9 4.5 31.0 44.2 20.3
77-10 4.7 31.2 45.5 18.6
77-11 5.4 35.4 46.4 12.9
77-12 4.9 33.2 42.6 19.2
78-1 6.0 35.4 44.2 14.3
78-2 5.8 37.3 42.5 1113
78-3 5.9 37.8 41.3 15.0
78-4 6.1 36.3 44.7 12.9
78-5 5.4 34.3 39.7 20.5
78-6 3.2 25.4 44.2 27.2
78-7 3.5 29.3 46.6 20.6
78-8 3.8 30.0 45.0 21.2 S

78-9 4.5 31.8 45.2 18.5
78-10 4.4 32.6 48.1 14.9
78-11 4.3 32.9 48.5 14.3
78-12 3.8 29.7 46.9 19.6
79-1 4.6 33.4 46.0 16.0
79-2 5.5 33.8 45.2 15.5
79-3 5.3 34.9 43.9 16.0 0
79-4 5.8 36.1 42.1 16.0
79-5 4.7 31.2 44.0 20.2
79-6 3.0 24.4 41.2 31.4
79-7 3.3 26.5 46.2 24.0
79-8 3.1 24.8 40.6 31.4
79-9 3.5 24.6 39.2 32.7
79-10 4.() 33.4 49.1 13.6
79-11 3.4 31.4 50.2 15.0
79-12 4.4 35.5 42.2 20.0
8u-1 5.4 33.5 44.1. 16.9
80-2 4.0 3u1.8 47.6 17.6
80-3 5.7 35.0 43.8 15.5 0
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TABLE A-4 (Continued)

Year -

Month Mental group 1 Mental group 2 Mental group 3 Mental group 4

80-4 4.7 34.3 44.1 16.980-5 4.8 32.1 41.4 21.8

80-6 3.3 26.6 44.7 25.3 "
80-7 4.9 34.9 44.1 16.280-8 4.6 32.6 45.8 16.9 :
80-9 5.0 33.8 47.0 14.2
80-10 4.8 34.6 45.0 15.7 ,
80-11 5.0 37.8 45.0 12.2 '
80-12 5.3 42.7 41.5 10.5
81-1 4.7 37.9 45.5 11.8 _81-2 4.6 38.8 45.1 11.6

81-3 4.2 41.o 44.7 10.1 "81-4 4.7 38.7 465 10i2n

81-5 4.o 38.3 48.2 9.5 &4
81-6 3.4 33.6 48.8 14.1 .,81-7 3.1 33.3 50.7 12.9

81-8 2.9 36.0 49.2 11.981-9 4.0 36.2 49.9 9.8

81-10 3.9 36.9 47.4 118
81-81 4.6 39.4 46.6 100
81-12 4.3 40.8 44.9 10.0
82-1 5.3 I42.7 42.7 9.5

82-2 5.4 41.4 46.1 7.282-3 4.8 40.4 46.8 80.

82-4 4.8 41.4 48.7 50
82-5 4.6 40.4 47.8 72
82-6 3.1 34.8 51.4 107
82-7 4.5 40.2 45.9 13
82-8 3.9 39.4 46.5 10
82-9 4.4 39.7 44.3 117
82-10 4.9 37.4 47.4 11.2
82-11 4.4 41.1 44.7 98
82-12 4.2 41.2 44.2 10.4
83-1 5.4 43.4 41.1 10 1
83-2 4.8 43.9 41.9 9.4
83-3 5.5 45.3 41.2 8.1
83-4 6.0 48.0 40. 5.9

83-5 6.5 52.5 36.5 4.5 '..83-6 4.6 42.7 456 7.2
83-7 4.4 42.9 46. 6.7

83-8 4.5 42.4 47.6 5.5
83-9 4.7 41.5 49.8 4.
83-10 4.1 43.3 47.2 5.3 0
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TABLE A-4 (Continued)

Year-
Month Mental group 1 Mental group 2 Mental group 3 Mental group 4

83-11 5.7 43.7 45.3 5.3
83-12 5.4 47.6 42.6 4.4
84-1 6.0 46.4 42.4 5.2
84-2 5.4 43.3 45.1 6.2

-" 84-3 4.0 39.4 47.2 9.4
84-4 4.5 40.9 45.8 8.8
84-5 4.7 40.4 46.3 8.6
84-6 4.3 38.5 46.4 10.7
84-7 4.7 38.2 47.6 9.5
84-8 4.2 38.6 48.9 8.2
84-9 3.9 40.4 46.9 8.8
84-10 4.5 37.1 49.9 8.5
84-11 4.9 37.9 48.5 8.7
84-12 5.4 41.7 45.4 7.485-I 6.0 41.6 46.6 5.8
85-2 5.7 37.4 47.9 9.0
85-3 5.0 37.4 48.3 9.2
85-4 5.3 38.5 47.6 8.6
85-5 5.9 37.4 48.1 8.6
85-6 3.9 35.1 49.9 11.1
85-7 4.1 35.4 50.0 10.5
85-8 5.2 36.7 49.4 8.7
85-9 4.1 36.9 50.0 9.0
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TABLE A-5

,1

USN NPS MALE ACCESSIONS: TOTAL AND HIGH SCHOOL GRADUATES .

,4-

Year- High school diploma
•month Accessions (percent)

76-10 7,855 72.4-

76- 11 6,293 73.3.-.

.4.

76-12 4,630 68.7

77-1 7,276 69.6
77-2 5,363 70.9
77-3 4,685 69.3
77-4 3,732 67.5
77-5 4,396 72.2
77-6 8,125 80.3
77-7 9,211 77.4
77-8 10,072 76.2
77-9 9,676 71.4
77-10 5,609 75.4
77-11 4,596 76.5
77-12 3,413 78.0
78-1 4,989 77.9
78-2 3,463 77.0
78-3 3,154 77.7
78-4 2,429 72.8
78-5 3,076 75.0
78-6 7,433 80.5
78-7 7,648 82.1 ;V

78-8 7,307 79.8
78-9 6,240 82.1
78-10 4,968 76.7
78-11 3,560 72.9 4'.4

78-12 3,164 68.8
79-1 4,389 72.1
79-2 3,491 70.5
79-3 3,173 70.2 S
79-4 2,391 73.3
79-5 2,842 77.7
79-6 6,453 91.3
79-7 6,355 91.3
79-8 6,990 87.4
79-9 5,961 85.7 S
79-10 5,201 60.5
79-11 3,840 60.1
79-12 3,534 66.0
80-1 4,996 68.3 *4,
80-2 4,404 62.6
80-3 4,304 63.6 S
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TABLE A-5 (Continued)

Year- High school diploma
month Accessions (percent)

80-4 3,788 61.5
80-5 4,740 62.8
80-6 6,827 92.3
80-7 5,957 93.6
80-8 7,371 94.1
80-9 7,699 86.7
80-10 5,728 74.9
80-11 4,585 73.3 °

4

80-12 3,917 73.7 .

81-1 5,487 72.6
81-2 4,794 71.3
81-3 4,548 71.0
81-4 3,994 64.6
81-5 4,297 66.4
81-6 6,881 83.6
81-7 7,702 77.5
81-8 7,689 80.6
81-9 6,834 79.8 P
81-10 5,362 72.2
81-11 4,259 74.0
81-12 2,870 74.2
82-1 3,147 74.8
82-2 3,270 71.6
82-3 3,571 68.8
82-4 3,580 64.4
82-5 3,864 62.1
82-6 5,704 85.7
82-7 6,153 87.6
82-8 6,417 90.7
82-9 5,681 89.4
82-10 4,234 82.0
82-11 5,022 81.2
82-12 3,805 81.9
83-1 4,888 83.2
83-2 3,944 86.1 -.

83-3 3,609 85.8
83-4 3,731 85.6
83-5 3,386 88.7 .,
83-6 4,747 99.9
83-7 4,672 99.7
83-8 4,669 99.8
83-9 6,895 99.3
83-10 3,336 92.7
83-11 4,810 95.7
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TABLE A-5 (Continued)

Year- High school diploma
month Accessions (percent)

83-12 3,913 95.8
84-1 4,097 96.1
84-2 4,645 91.8
84-3 6,148 89.1
84-4 5,261 88.3
84-5 5,103 89.8
84-6 5,936 91.3
84-7 5,621 92.9
84-8 5,222 93.5
84-9 3,845 94.4
84-10 4,681 90.6
84-11 5,035 90.7
84-12 3,853 89.9
85-1 4,800 88.9
85-2 4,572 85.7
85-3 4,281 83.0
85-4 3,808 81.2
85-5 3,700 80.4
85-6 5,184 86.5
85-7 5,475 92.6
85-8 5,729 93.3
85-9 5,513 92.2

A1
A-11i



TABLE A-6

GLOBALLY CONSTANT SEASONAL INDICATORS

OLS REGRESSION a

J. '

Independent Accession Add to Ship from

variable goal Contracts DEP DEP

JA 92.04 111.27 115.09 92.56 ,
(4.90) (4.58) (6.88) (5.14) - ,

FB 78.19 103.81 110.73 78.13.

(4.90) (4.58) (6.88) (5.14).

MR 78.50 101I.58 109.38 76.49
(4.90) (4.58) (6.88) (5.14)

AP 72.05 87.52 92.60 67.65
(5.14) (4.80) (7.21) (5.39)

MY 80.47 79-11 78.43 75.51
(5.14) (4.80) (7.21) (5.39)

JN 129.59 95.52 90.91 140.07

(5.14) (4.80) (7.21) (5.39)

JL 134.06 102.01 93.62 139.16
(4.90) (4.58) (6.88) (5.14)

AU 139.48 112.74 101.55 139.23
(4.90) (4.58) (6.88) (5.14)

sP 137.66 103.95 88.47 132.49
(4.90) (4.58) (6.88) (5.14)

0C 104.20 97.13 89.35 99.45(4.90) (4.58) (6.88) (5.14) %

NV 9.59 99905 98.37 88.27
(4.90) (4.58) (6.88) (5.14)

•0

DC 69.62 108.56 122.26 68.18
(4.90) (4.58) (6.88) (5.14)

RC .74 .28 .24 .75

a. The dependent variable in these regressions is defined as a "ratio to ' ,

moving average," i.e., the value for accession goal in month t is .%-

GtN. t 9 9 1,2 938

The coefficients reported inthe table are thus interpreted as percen- toa

tages of a yearly moving average. Numbers in parentheses are standard
errors of the estimates. The period covered is July 1974 to March 1985.

A-12
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TABLE A-7

TIME VARYING SEASONAL INDICATORS:
OLS REGRESSIONa

Independent Accession Add to Ship from
variable goal Contracts DEP DEP

JA 89.04 107.43 125.60 96.27
(7.57) (9.39) (13.27) (8.79) -:

FB 60.57 95.81 123.74 67.85
(7.65) (9.49) (13.42) (8.89)

MR 52.33 99.34 129.01 54.82
(7.74) (9.60) (13.58) (8.99)

AP 48.76 79.78 99.70 45.63
(8.24) (10.22) (14.46) (9.57)

MY 70.13 74.19 74.21 59.99
(8.34) (10.34) (14.63) (9.67)

JN 145.22 102.27 87.89 169.33
(8.44) (?0.47) (14.81) (9.80)

JL 150.48 106.49 83.51 157.04
(7.06) (8.75) (12.38) (8.19)

AU 162.36 118.93 84.33 151.47
(7.14) (8.86) (12.52) (8.29)

SP 165.48 114.18 72.89 145.63
(7.22) (8.96) (12.67) (8.39)

OC 120.31 95.62 68.32 104.52
(7.31) (9.07) (12.82) (8.49)

NV 86.08 95.29 84.89 66.94
(7.39) (9.17) (12.97) (8.59)

DC 58.22 117.01 149.18 55.15
(7.48) (9.28) (13.12) (8.69)

Trend*JA .045 .098 -.129 -.056
(.099) (.123) (.174) (.115) ,

Trend*FB .263 .179 -.194 .153
(.099) (.123) (.174) (.115)

A-13
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TABLE A-7 (Continued)

Independent Accession Add to Ship from
variable goal Contracts DEP DEP _

Trend*MR .385 .033 -.289 .319
(.099) (.123) (.174) (.115)

Trend*AP .370 .123 -.113 .350
(.115) (.142) (.201) (.133)

Trend*MY .162 .077 .066 .242
(.115) (.142) (.201) (.133)

Trend*JN -.240 -.104 .046 -.450

(.115) (.142) (.201) (.133)

Trend*JL -.274 -.075 .169 -.298
(.099) (.123) (.174) (.115)

Trend*AU -.375 -.101 .282 -.201

(.099) (.123) (.174) (.115)

Trend*SP -.449 -.165 .251 -.212
(.099) (.123) (.174) (.115)

Trend*OC -.256 .024 .334 -.080

(.099) (.123) (.174) (.115)

Trend*NV .119 .059 .211 .333
(.099) (.123) (.174) (.115)

Trend*DC .175 -.130 -.414 .200
(.099) (.123) (.174) (.115)

R2  .86 .33 .37 .84
R2 .83 .18 .23 .80
DW 1.41 1.57 1.47 1.21

Q 77.6 108.1 116.9 95.1
N 129 129 129 129

a. The dependent variable in these regressions is defined as a "ratio 5-

to moving average," i.e., the value for accession goal in month t is
Gt

GG* t+5 x 1,200
t

G.
t -6

The coefficients reported in the table are thus interpreted as
percentages of a yearly moving average. Numbers in parentheses are m
standard errors of the estimates.
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TABLE A-8

COMMON SE:ASONAL ARIMA MODELSa

1. W t  :(1 oBS)at (0, d, 0)(0, D, 1) s

2. (1 - Bs)W t  = at  (0, d, 0)(1, D, 0)s

3. Wt  (1 - OB)(1 OBS)a t  (0, d, 1)(0, D, 1)s

4. (1 - Bs)W t  = (1 - BS)a t  (0, d, 0)(1, D, 1) s

5. (1 - Bs)Wt = (1 - B)at  (0, d, 1)(1, D, O)s

6. Wt =(1 - a B - a2B 2)(1 -OBS)a t  (0, d, 2)(0, D, 1)s

7. (1 - Bs)Wt : (1 - 8B)(1 - BS)a t  (0, d, 1)(1, D, 1) s

-

a. From [7, p. 2851. Both common representations uf each model
are given. W t  is the transformed version of the series, including
any differencing; at  is a nopmally distributed random variable r
with mean zero and variance a ; and B is the backshift opera- ,'-
tor. Lowercase Greek symbols represent coefficients associated ""
with "ordinary" backshift operators; uppercase Greek symbols
represent coefficients associated with the seasonal baekshift .
operator, Bs . In all the models estimated, s = 12. The right- ,
hand column is simply an alternative notation for the model. 40

.

.4.
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TABLE A-10

X-11 SEASONAL FACTORS FOR PERCENT HIGH SCHOOL DIPLOMA'

Average since

Month FY 1977 FY 1985

January 97.3 98.7

February 94.9 96.6

March 93.6 94.3

April 91.0 92.7

May 95.2 94.7

June 109.8 107.1

July 108.6 106.2

4 gllsft 1c. 0 106.8

September 107.7 105.8 "

October 98.3 98.7

November, 97.6 99.0

December 96.4 98.6
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